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Abstract. This paper derives a posteriori error estimators for the nonlinear first-order opti-
mality conditions associated with the electrically and flexoelectrically coupled Frank-Oseen model of
liquid crystals, building on the results of [14] for elastic systems. Estimators are proposed for both
Lagrangian and penalty approaches to imposing the unit-length constraint required by the model.
Moreover, theory is proven establishing the penalty method estimator as a reliable estimate of global
approximation error and an efficient measure of local error, suitable for use in adaptive refinement.
Numerical experiments conducted herein demonstrate significant improvements in both accuracy
and efficiency with adaptive refinement guided by the proposed estimators for both constraint for-
mulations. The numerical results also extend the simulations of [14] to include systems with known
analytical solutions, confirming the theoretical results and enabling performance comparisons for a
selection of established marking strategies. In each case, the adapted grids successfully yield substan-
tial reductions in computational work, comparable or better physical properties, and deliver more
uniformly distributed error.
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1. Introduction. As materials possessing mesophases with characteristics of
both liquids and organized solids, liquid crystals exhibit many interesting physical
properties inspiring extensive study and a wide range of applications. In addition to
considerable use in modern display technologies, liquid crystals are used for nanopar-
ticle organization [23], manufacture of structured nanoporous solids [35], and efficient
conversion of mechanical strain to electrical energy [20], among many others.

The focus of this paper is nematic liquid crystals, which are rod-like molecules
with long-range orientational order described by a vector field n(x, y, z) = (n1, n2, n3)T ,
know as the director. For the model considered here, n is constrained to unit-length
pointwise throughout the domain, Ω. In addition to their elastic properties, liquid
crystals are dielectrically active such that their structures are affected by the presence
of electric fields. In addition, certain types of liquid crystals demonstrate flexoelectric
coupling wherein deformations of the director produce internally generated electric
fields [25]. Thorough treatments of liquid crystal physics are found in [30,34].

With the combination of highly coupled physical phenomena and complicated
experimental behavior, numerical simulations of liquid crystal structures are funda-
mental to the study of novel physical phenomena [10, 15, 28], optimization of device
design, and analysis of experimental observations. As many applications and ex-
periments require simulations on two-dimensional (2D) and three-dimensional (3D)
domains with complicated boundary conditions, the development of highly efficient
and accurate numerical approaches is of significant importance. Effective a posteriori
error estimators significantly increase the efficiency of numerical methods for partial
differential equations (PDEs) and variational systems by guiding the construction of
optimal discretizations via adaptive refinement. A wealth of research exists for the
design and theoretical support of effective error estimators in the context of finite-
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element methods. This includes techniques treating both linear and nonlinear PDEs
across a number of applications [5, 7, 22,26,31].

In [14], a reliable a posterior error estimator was developed for the first-order op-
timality conditions arising from minimization of the Frank-Oseen elastic free-energy
model. Using the estimator to guide adaptive mesh refinement (AMR) in numerical
simulations produced competitive solutions in terms of constraint conformance and
free energy with considerably less computational work. However, no analytical error
studies were performed at that time to confirm the theoretical bounds or definitively
quantify efficiency gains. As such, the goal of this work is two-fold. First, we investi-
gate the performance of the elastic error estimator for problems with known analytical
solutions on both 2D and 3D domains, verifying the reliability theory of [14]. Ad-
ditionally, the known solutions enable a comparison of different marking strategies
within the AMR framework, including techniques proposed in [13, 17–19], which in-
dicate that a well-chosen marking scheme yields even better efficiency. Second, we
extend the elastic error estimator to consider systems with electric and flexoelectric
coupling. The proposed, coupled, a posteriori error estimator is shown to be a reli-
able estimate of global approximation error and an efficient indicator of local error.
Numerical experiments with both external and flexoelectrically induced electric fields
demonstrate the performance of the estimator compared with uniform refinement.

This paper is organized as follows. In Section 2, the coupled Frank-Oseen free-
energy model and associated variational systems for the first-order optimality condi-
tions are introduced. Additional notation and prerequisite theoretical results to be
applied in the reliability and efficiency proofs are discussed in Section 3. In Section
4, the coupled error estimators are derived for both the penalty and Lagrangian for-
mulations of the variational systems. In addition, proofs of reliability and efficiency
for the penalty method estimator are constructed. The applied marking strategies
are discussed in Section 5, and a set of numerical experiments is presented investi-
gating the performance of the elastic and coupled error estimators. Finally, Section 6
provides some concluding remarks and a discussion of future work.

2. Free-Energy Model and Optimality Conditions. Liquid crystals are
simulated using a number of different models [12,16,27]. Here, we consider the Frank-
Oseen free-energy model where, for a domain Ω, the coupled equilibrium free energy
is composed of three main components associated with elastic deformations, external
electric fields, and flexoelectrically generated fields. Let Ki ≥ 0, i = 1, 2, 3 be Frank
constants. Assuming that each Ki 6= 0, define the tensor Z = I− (1− κ)n⊗n, where
κ = K2/K3. The Frank constants depend on the physical characteristics of the liquid
crystal and have a significant impact on orientational structure [4, 24].

We denote the classical L2(Ω) inner product and norm as 〈·, ·〉0 and ‖ · ‖0, re-
spectively, for both scalar and vector quantities. The coupled free-energy functional
is then written

G(n, φ) =
1

2
K1‖∇ · n‖20 +

1

2
K3〈Z∇× n,∇× n〉0 −

1

2
ε0ε⊥〈∇φ,∇φ〉0

− 1

2
ε0εa〈n · ∇φ,n · ∇φ〉0 + es〈∇ · n,n · ∇φ〉0 + eb〈n×∇× n,∇φ〉0. (2.1)

For a full derivation of the functional in (2.1), see [1, 15]. Throughout this paper, we
assume the presence of Dirichlet boundary conditions, therefore the functional has
been simplified using the null Lagrangian discussed in [30]. Moreover, the free-energy
expression has been non-dimensionalized using the approach detailed in [2].
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The variable φ in (2.1) denotes the electric potential and ε0 > 0 is the permittiv-
ity of free space. The dielectric anisotropy of the liquid crystal is εa = ε‖ − ε⊥, with
the constants ε‖, ε⊥ > 0 representing the parallel and perpendicular dielectric permit-
tivity, respectively. For positive εa, the director prefers parallel alignment with the
electric field, while negative anisotropy indicates a perpendicular preference. Finally,
es and eb are material constants specifying the liquid crystal’s flexoelectric response.
Liquid crystal equilibrium states correspond to configurations that minimize the func-
tional in (2.1) subject to the local unit-length constraint, n ·n−1, on Ω. Additionally,
the relevant Maxwell’s equations for a static electric field, ∇ ·D = 0 and ∇×E = 0,
known as Gauss’ and Faraday’s laws, respectively, must be satisfied. For this system,

D = −ε0ε⊥∇φ− ε0εa(n · ∇φ)n + esn(∇ · n) + eb(n×∇× n). (2.2)

Note that the use of an electric potential implies that Faraday’s law is trivially sat-
isfied, and it is straightforward to show that a minimizing pair, (n∗, φ∗), adhering to
the unit-length constraint, satisfies Gauss’ law in weak form.

Throughout this paper, it is assumed that n ∈ H1
g1

(Ω)3 = {v ∈ H1(Ω)3 : v =
g1 on ∂Ω} and φ ∈ H1

g2
(Ω) = {ψ ∈ H1(Ω) : ψ = g2 on ∂Ω}, where H1(Ω) denotes

the classical Sobolev space with norm ‖ · ‖1. The boundary functions g1 and g2 are
assumed to satisfy appropriate compatibility conditions for the domain. Note that if
g1 = 0, the space H1

g1
(Ω)3 = H1

0 (Ω)3.
In order to enforce the pointwise unit-length constraint, we consider the penalty

and Lagrange multiplier approaches studied in [1, 2]. The penalty method adds a
weighted, positive term to the free-energy functional, penalizing deviation from the
constraint such that for ζ > 0

H(n, φ) = G(n, φ) +
1

2
ζ〈n · n− 1,n · n− 1〉0.

Taking the first variation of H(n, φ), the first-order optimality conditions are written

P(n, φ) = C(n, φ) + 2ζ〈v · n,n · n− 1〉0 = 0 ∀(v, ψ) ∈ H1
0 (Ω)3 ×H1

0 (Ω), (2.3)

where

C(n, φ) = K1〈∇ · n,∇ · v〉0 +K3〈Z∇× n,∇× v〉0 − ε0εa〈n · ∇φ,v · ∇φ〉0
+ (K2 −K3)〈n · ∇ × n,v · ∇ × n〉0 − ε0ε⊥〈∇φ,∇ψ〉0 − ε0εa〈n · ∇φ,n · ∇ψ〉0
+ es

(
〈∇ · n,v · ∇φ〉0 + 〈∇ · v,n · ∇φ〉0

)
+ eb

(
〈n×∇× v,∇φ〉0

+ 〈v ×∇× n,∇φ〉0
)

+ es〈∇ · n,n · ∇ψ〉0 + eb〈n×∇× n,∇ψ〉0.

Alternatively, the Lagrange multiplier approach uses a non-dimensionalized Lagrange
multiplier to form the Lagrangian

L(n, φ, λ) = G(n, φ) +
1

2

∫
Ω

λ(x)((n · n)− 1).

The corresponding first-order optimality conditions are

F(n, φ, λ) = C(n, φ) +

∫
Ω

λ(n · v) dV +

∫
Ω

γ((n · n)− 1) dV = 0 (2.4)

for all (v, ψ, γ) ∈ H1
0 (Ω)3 ×H1

0 (Ω)×L2(Ω), where the constant coefficient of the last
term has been absorbed into γ.
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In [14], a posteriori error estimators were proposed for the first-order optimality
conditions of purely elastic liquid crystal systems. Below, we extend those existing es-
timators to include electric and flexoelectric coupling for both constraint enforcement
techniques. Moreover, we show that the penalty method estimator for the coupled
systems is both reliable and locally efficient. While reliability and efficiency theory
for the Lagrangian formulation remains under development, numerical results show
that estimators for both constraint formulations perform well in practice.

3. Preliminary Theory and Notation. In this section, some additional no-
tation and requisite theoretical results used in subsequent sections are discussed. For
the theory to follow, it is assumed that the domain Ω is open and connected, with
a polyhedral boundary. For any open subset ω ⊂ Ω with Lipschitz boundary, norms
restricted to the subdomain are denoted with an index as ‖ · ‖1,ω and ‖ · ‖0,ω. Let
{Th}, 0 < h ≤ 1, be a quasi-uniform family of meshes subdividing Ω and satisfying
the conditions

max{diam T : T ∈ Th} ≤ hdiam Ω,

min{diam BT : T ∈ Th} ≥ ρh diam Ω, (3.1)

where ρ > 0 and BT is the largest ball contained in T such that T is star-shaped with
respect to BT . In addition, we assume that any triangulation satisfies the admissibility
condition such that any two cells of Th are either disjoint or share a complete, smooth
sub-manifold of their boundaries. For any T ∈ Th, let hT = diam T , denote the set
of edges of T as E(T ), and hE = diam E for E ∈ E(T ). It is also assumed that the
mesh family is fine enough that hT , hE ≤ 1. Note that the quasi-uniformity condition
of (3.1) ensures that the ratio hT /hE is bounded above and below by constants
independent of h, T , and E and implies that the smallest angle of any T is bounded
from below by a constant independent of h [33].

The sets of vertices corresponding to T and E are written N (T ) and N (E),
respectively. The set of all edges for Th is written Eh =

⋃
T∈Th E(T ), and Eh,Ω signifies

the subset of interior edges. Finally, some specific subdomains of Ω are written

ωT =
⋃

E(T )∩E(T ′)6=∅

T ′, ωE =
⋃

E∈E(T ′)

T ′,

ω̃T =
⋃

N (T )∩N (T ′)6=∅

T ′, ω̃E =
⋃

N (E)∩N (T ′)6=∅

T ′.

For the triangulations, define a fixed reference element T̂ and reference edge Ê as
T̂ = {x̂ ∈ Rn :

∑n
i=1 x̂i ≤ 1, x̂j ≥ 0, 1 ≤ j ≤ n} and Ê = T̂ ∩ {x̂ ∈ Rn : x̂n = 0}. The

triangulation is assumed to be affine equivalent such that, for any T ∈ Th, there exists
an invertible affine mapping from the reference components to T . For any E ∈ Eh,
we assign a unit normal vector ηE coinciding with the outward normal for E on the
boundary. Then, for any piecewise continuous function ψ, the jump across E in the
direction ηE is denoted as [ψ]E . Finally, for k ∈ N, define the finite-dimensional space

Sk,0h = {ψ : Ω→ R : ψ|T ∈ Πk,∀T ∈ Th} ∩ C(Ω̄)

where Πk is the set of polynomials of degree at most k, ψ|T is the restriction of ψ to
the element T , and C(Ω̄) is the collection of continuous functions on the closure of Ω.

Making use of the notation and assumptions established above, a collection of
important supporting theoretical results is gathered in this section and referenced in
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the efficiency and reliability theory developed in Section 4. Let Ih : L1(Ω) → S1,0
h

denote the Clément interpolation operator [9, 32]. Then the following approximation
error bound holds for Th.

Lemma 3.1. For any T ∈ Th and E ∈ Eh

‖ψ − Ihψ‖0,T ≤ C1hT ‖ψ‖1,ω̃T
∀ψ ∈ H1(ω̃T ),

‖ψ − Ihψ‖0,E ≤ C2h
1/2
E ‖ψ‖1,ω̃E

∀ψ ∈ H1(ω̃E),

where C1 and C2 depend only on the quasi-uniformity condition in (3.1).
Following the notation in [32, 33], let ΨT̂ ,ΨÊ ∈ C∞(T̂ ,R) be cut-off functions

defined on the reference components T̂ and Ê such that

0 ≤ ΨT̂ ≤ 1, max
x̂∈T̂

ΨT̂ (x̂) = 1, ΨT̂ = 0 on ∂T̂ ,

0 ≤ ΨÊ ≤ 1, max
x̂∈Ê

ΨÊ(x̂) = 1, ΨÊ = 0 on ∂T̂\Ê.

Define a continuation operator P̂ : L∞(Ê)→ L∞(T̂ ) as

P̂ û(x̂1, . . . , x̂n) := û(x̂1, . . . , x̂n−1)

for all x̂ ∈ T̂ , and fix two arbitrary finite-dimensional subspaces, VT̂ ⊂ L∞(T̂ ) and

VÊ ⊂ L∞(Ê). Applying the affine mappings from reference components, correspond-
ing functions, ΨT and ΨE , operator P : L∞(E) → L∞(T ), and spaces VT and VE
are defined for arbitrary T ∈ Th and E ∈ Eh with analogous properties. Thus, the
following lemma and corollary hold, c.f. [8, 32,33].

Lemma 3.2. There are constants C1, . . . , C7 depending only on the finite-dimensional
spaces VT̂ and VÊ, the functions ΨT̂ and ΨÊ, and the quasi-uniform bound of (3.1)
such that for all T ∈ Th, E ∈ E(T ), u ∈ VT , and σ ∈ VE

C1‖u‖0,T ≤ sup
v∈VT

∫
T
uΨT v dV

‖v‖0,T
≤ ‖u‖0,T , (3.2)

C2‖σ‖0,E ≤ sup
τ∈VE

∫
E
σΨEτ dS

‖τ‖0,E
≤ ‖σ‖0,E , (3.3)

C3h
−1
T ‖ΨTu‖0,T ≤ ‖∇(ΨTu)‖0,T ≤ C4h

−1
T ‖ΨTu‖0,T ,

C5h
−1
T ‖ΨEPσ‖0,T ≤ ‖∇(ΨEPσ)‖0,T ≤ C6h

−1
T ‖ΨEPσ‖0,T ,

‖ΨEPσ‖0,T ≤ C7h
1/2
T ‖σ‖0,E . (3.4)

Note that with quasi-uniformity of the triangulation, after proper adjustment of Ci
in any of the above inequalities, the mesh constant hT may be exchanged for hE while
maintaining the inequality.

Corollary 3.3. Under the assumptions of Lemma 3.2, there exists a C̄4 > 0
and C̄6 > 0 such that

‖ΨTu‖1,T ≤ C̄4h
−1
T ‖ΨTu‖0,T , (3.5)

‖ΨEPσ‖1,T ≤ C̄6h
−1
T ‖ΨEPσ‖0,T . (3.6)

Finally, we state two key propositions from the framework developed by Verfürth
[32,33]. Let X and Y be Banach spaces with norms ‖ · ‖X and ‖ · ‖Y and denote the
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space of continuous linear maps from X to Y as L(X,Y ) with the natural operator
norm ‖ · ‖L(X,Y ). The subset of linear homeomorphisms from X to Y is written
Isom(X,Y ). Define Y ∗ = L(Y,R) to be the dual space of Y , with norm ‖ · ‖Y ∗ , where
the associated duality pairing is written 〈·, ·〉. Let F ∈ C1(X,Y ∗) be a continuously
differentiable function for which a solution u ∈ X is sought such that F (u) = 0.
Denoting the derivative of F as DF and a ball of radius R > 0 centered at u ∈ X as
B(u,R) = {v ∈ X : ‖u− v‖X < R}, the first proposition is as follows.

Proposition 3.4 ([33, Pg. 47]). Let u0 ∈ X be a regular solution to F (u) = 0
in the sense that DF (u0) ∈ Isom(X,Y ∗). Assume that DF is Lipschitz continuous
at u0, where there exists an R0 > 0 such that

γ = sup
u∈B(u0,R0)

‖DF (u)−DF (u0)‖L(X,Y ∗)

‖u− u0‖X
<∞.

Set R = min
{
R0, γ

−1‖DF (u0)−1‖−1
L(Y ∗,X), 2γ

−1‖DF (u0)‖L(X,Y ∗)

}
. Then the error

estimate

1

2
‖DF (u0)‖−1

L(X,Y ∗)‖F (u)‖Y ∗ ≤ ‖u− u0‖X ≤ 2‖DF (u0)−1‖L(Y ∗,X)‖F (u)‖Y ∗

holds for all u ∈ B(u0, R).
Let Xh ⊂ X and Yh ⊂ Y be finite-dimensional subspaces and Fh ∈ C(Xh, Y

∗
h )

be an approximation of F . Consider the discretized problem of finding uh ∈ Xh such
that Fh(uh) = 0.

Proposition 3.5 ([33, Pg. 52]). Let uh ∈ Xh be an approximate solution to
Fh(uh) = 0 in the sense that ‖Fh(uh)‖Y ∗h is “small.” Assume that there is a restriction

operator Rh ∈ L(Y, Yh), a finite-dimensional space Ỹh ⊂ Y , and an approximation
F̃h : Xh → Y ∗ of F at uh such that

‖(IdY −Rh)∗F̃h(uh)‖Y ∗ ≤ C0‖F̃h(uh)‖Ỹ ∗h ,

where IdY is the identity operator on Y , ∗ indicates application of (IdY −Rh) to the
dual variables, and C0 > 0 is independent of h. Then the following estimate holds.

‖F (uh)‖Y ∗ ≤ C0‖F̃h(uh)‖Ỹ ∗h + ‖(IdY −Rh)∗[F (uh)− F̃h(uh)]‖Y ∗

+ ‖Rh‖L(Y,Yh)‖F (uh)− Fh(uh)‖Y ∗h + ‖Rh‖L(Y,Yh)‖Fh(uh)‖Y ∗h .

The first result provides an approximation error bound using the residual, while the
second yields a concrete set of terms bounding the residual from above.

4. Reliable and Efficient Coupled Error Estimators. In this section, we
propose a posteriori error estimators for the first-order optimality conditions of Section
2, extending the estimators of [14] to include electric and flexoelectric coupling. Fur-
thermore, using the theory outlined in the previous section, the estimator associated
with the penalty method is shown to be a reliable estimate of global approximation
error and an efficient indicator of local error, suitable for use in AMR schemes.

To begin, consider the first-order optimality conditions for the penalty method
in (2.3). Let Y = X0 = H1

0 (Ω)3 × H1
0 (Ω) and X = H1

g1
(Ω)3 × H1

g2
(Ω). Then

P(n, φ) ∈ C1(X,Y ∗), and the Dirichlet boundary conditions imply that for a fixed
(n, φ) ∈ X, DP(n, φ) : X0 → Y ∗. In discretizing the variational system, we consider
general discrete spaces

[S1,0
h ]3 ⊂ Vh ⊂ [Ss,0h ]3, [S1,0

h ] ⊂ Qh ⊂ [St,0h ],
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for s, t ≥ 1 and the finite-dimensional space Yh = {(vh, ψh) ∈ Vh × Qh : vh =
0 and ψh = 0 on Γ}. For the theory presented here, we assume that the imposed
boundary conditions on (n, φ) are exactly representable on the coarsest mesh of {Th}.
Observe that this assumption on the boundary conditions admits projection of the
boundary functions g1 and g2 onto the coarsest mesh. Thus, the analysis to follow
concerns estimation of the error arising in solution approximations on the interior
of Ω but not from approximation of the boundary conditions. Hence, set Xh =
(Vh × Qh ∩ X). Note that in the numerical results below, any boundary condition
functions are interpolated with mesh refinement.

For (v, ψ) ∈ Y and 〈P(n, φ), (v, ψ)〉 define the discrete approximation

〈Ph(nh, φh), (vh, ψh)〉 = 〈P(nh, φh), (vh, ψh)〉,

for (nh, φh) ∈ Xh, (vh, ψh) ∈ Yh. For the remainder of this section, assume that the
pair (nh, φh) is a solution to the discrete problem

Ph(nh, φh) = 0 ∀(vh, ψh) ∈ Yh. (4.1)

In order to simplify notation, we define the vector and scalar quantities

p = −K1∇(∇ · nh) +K3∇× (Z(nh)∇× nh) + (K2 −K3)(nh · ∇ × nh)∇× nh

+ 2ζ((nh · nh − 1)nh)− ε0εa((nh · ∇φh)∇φh) + es(∇ · nh)∇φh
− es∇(nh · ∇φh) + eb(∇× nh ×∇φh) + eb∇× (∇φh × nh),

q = ε0ε⊥∆φh + ε0εa∇ · ((nh · ∇φh)nh)− es∇ · ((∇ · nh)nh)− eb∇ · (nh ×∇× nh),

p̂ = [K1(∇ · nh)ηE +K3(Z(nh)∇× nh)× ηE + es(nh · ∇φh)ηE

+ eb((∇φh × nh)× ηE)]E ,

q̂ = [−ε0ε⊥(∇φh · ηE)− ε0εa(nh · ∇φh)(nh · ηE) + es((∇ · nh)nh) · ηE
+ eb(nh ×∇× nh) · ηE ]E ,

where E ∈ Eh,Ω. Integrating 〈P(nh, φh), (v, ψ)〉 by parts elementwise for each T ∈ Th,
using the fact that vh and ψh are zero on the boundary, and gathering terms as done
in [14, Eq. 17] yields

〈P(nh, φh), (v, ψ)〉 =
∑
T∈Th

∫
T

p · v dV +

∫
T

q · ψ dV

+
∑

E∈Eh,Ω

∫
E

p̂ · v dS +

∫
E

q̂ · ψ dS. (4.2)

This form suggests a local estimator,

ΘT =

{
h2
T

(
‖p‖20,T + ‖q‖20,T

)
+

∑
E∈E(T )∩Eh,Ω

hE
(
‖p̂‖20,E + ‖q̂‖20,E

)}1/2

,

for any T ∈ Th. Note that if no external electric field or flexoelectric coupling is
present, ΘT collapses to the elastic estimator of [14]. In addition, the quantity ‖q‖0,T
locally measures the solution’s conformance to the strong form of Gauss’ law.

LetRh : Y → Yh be a restriction operator such thatRh(u, ϕ) = (Ihu1, Ihu2, Ihu3, Ihϕ)
where Ih is the Clément operator of Lemma 3.1. Further, as no forcing function or
Neumann boundary conditions are present, set

〈P̃h(nh, φh), (v, ψ)〉 = 〈P(nh, φh), (v, ψ)〉.
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This trivially implies that

‖(IdY −Rh)∗[P(nh, φh)− P̃h(nh, φh)]Y ∗ = 0, (4.3)

‖P(nh, φh)− Ph(nh, φh)‖Y ∗ = 0. (4.4)

With the above definitions, the following lemma holds.
Lemma 4.1. There exists a constant C > 0 independent of h such that

‖(IdY −Rh)∗P̃h(nh, φh)‖Y ∗ ≤ C

(∑
T∈Th

Θ2
T

)1/2

.

Proof. First note that

‖(IdY −Rh)∗P̃h(nh, φh)‖Y ∗

= sup
[v,ψ]∈Y
‖[v,ψ]‖Y =1

∑
T∈Th

3∑
i=1

∫
T

pi · (vi − Ihvi) dV +

∫
T

q · (ψ − Ihψ) dV

+
∑

E∈Eh,Ω

3∑
i=1

∫
E

p̂i · (vi − Ihvi) dS +

∫
E

q̂ · (ψ − Ihψ) dS

≤ sup
[v,ψ]∈Y
‖[v,ψ]‖Y =1

∑
T∈Th

3∑
i=1

C1hT ‖pi‖0,T ‖vi‖1,ω̃T
+ C1hT ‖q‖0,T ‖ψ‖1,ω̃T

+
∑

E∈Eh,Ω

3∑
i=1

C2h
1/2
E ‖p̂i‖0,E‖vi‖1,ω̃E

+ C2h
1/2
E ‖q̂‖0,E‖ψ‖1,ω̃E

, (4.5)

where (4.5) is given by applying the Cauchy-Schwarz inequality and Lemma 3.1 to the
interpolation quantities. Using the Cauchy-Schwarz inequality for sums and letting
C̃ = max(C1, C2) implies that

‖(IdY −Rh)∗P̃h(nh, φh)‖Y ∗

≤ sup
[v,ψ]∈Y
‖[v,ψ]‖Y =1

C̃

( ∑
T∈Th

h2
T

(
‖p‖20,T + ‖q‖20,T

)
+

∑
E∈Eh,Ω

hE
(
‖p̂‖20,E + ‖q̂‖20,E

))1/2

·

( ∑
T∈Th

‖v‖21,ω̃T
+ ‖ψ‖21,ω̃T

+
∑

E∈Eh,Ω

‖v‖21,ω̃E
+ ‖ψ‖21,ω̃E

)1/2

.

Finally, there exists a constant C∗ > 0 independent of h taking into account repeated
elements such that∑

T∈Th

‖v‖21,ω̃T
+ ‖ψ‖21,ω̃T

+
∑

E∈Eh,Ω

‖v‖21,ω̃E
+ ‖ψ‖21,ω̃E

1/2

≤ C∗ ‖[v, ψ]‖Y .

Hence,

‖(IdY −Rh)∗P̃h(nh, φh)‖Y ∗
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≤ sup
[v,ψ]∈Y
‖[v,ψ]‖Y =1

C∗C̃‖[v, ψ]‖Y

( ∑
T∈Th

h2
T

(
‖p‖20,T + ‖q‖20,T

)

+
∑

E∈Eh,Ω

hE
(
‖p̂‖20,E + ‖q̂‖20,E

))1/2

≤ C

(∑
T∈Th

Θ2
T

)1/2

.

The final inequality is obtained by simply noting that the jump components are
summed over E ∈ Eh,Ω.

Next, define the finite-dimensional auxiliary space Ỹh ⊂ Y as

Ỹh = span{[ΨTv, 0], [ΨEPσ, 0], [0,ΨTψ], [0,ΨEPτ ]

: v ∈ [Πk|T ]3, σ ∈ [Πk|E ]3, ψ ∈ Πl|T , τ ∈ Πl|E , T ∈ Th, E ∈ Eh,Ω},

where k ≥ max(3s, s + 2(t − 1)) and l ≥ 2s + (t − 1). For this space, the following
lemma holds.

Lemma 4.2. There exists a C > 0 independent of h such that

‖P̃h(nh, φh)‖Ỹ ∗h ≤ C

(∑
T∈Th

Θ2
T

)1/2

.

Proof. Applying the Cauchy-Schwarz inequality implies that

‖P̃h(nh, φh)‖Ỹ ∗h = sup
[vh,ψh]∈Ỹh

‖[vh,ψh]‖Y =1

∑
T∈Th

∫
T

p · vh dV +

∫
T

q · ψh dV

+
∑

E∈Eh,Ω

∫
E

p̂ · vh dS +

∫
E

q̂ · ψh dS

≤ sup
[vh,ψh]∈Ỹh

‖[vh,ψh]‖Y =1

∑
T∈Th

‖p‖0,T ‖vh‖0,T + ‖q‖0,T ‖ψh‖0,T

+
∑

E∈Eh,Ω

‖p̂‖0,E‖vh‖0,E + ‖q̂‖0,E‖ψh‖0,E .

Using the definition of Ỹh, quasi-uniformity of the mesh, and standard finite-element
scaling arguments implies that

‖P̃h(nh, φh)‖Ỹ ∗h
≤ sup

[vh,ψh]∈Ỹh

‖[vh,ψh]‖Y =1

∑
T∈Th

C1hT ‖p‖0,T ‖vh‖1,T + C1hT ‖q‖0,T ‖ψh‖1,T

+
∑

E∈Eh,Ω

C2h
1/2
E ‖p̂‖0,E‖vh‖1,ωE

+ C2h
1/2
E ‖q̂‖0,E‖ψh‖1,ωE

≤ sup
[vh,ψh]∈Ỹh

‖[vh,ψh]‖Y =1

C̃

( ∑
T∈Th

h2
T

(
‖p‖20,T + ‖q‖20,T

)
+

∑
E∈Eh,Ω

hE
(
‖p̂‖20,E + ‖q̂‖20,E

))1/2

·

( ∑
T∈Th

‖vh‖21,T + ‖ψh‖21,T +
∑

E∈Eh,Ω

‖vh‖21,ωE
+ ‖ψh‖21,ωE

)1/2

, (4.6)
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where C̃ = max(C1, C2) and (4.6) is given by the Cauchy-Schwarz inequality for
sums. Note, as above, there exists a C∗ > 0, independent of h and taking into
account repeated elements in each sum, such that( ∑

T∈Th

‖vh‖21,T + ‖ψh‖21,T +
∑

E∈Eh,Ω

‖vh‖21,ωE
+ ‖ψh‖21,ωE

)1/2

≤ C∗‖[vh, ψh]‖Y .

Applying the inequality above to (4.6) and using the fact that the supremum is taken
over ‖[vh, ψh]‖Y = 1 implies that

‖P̃h(nh, φh)‖Ỹ ∗h

≤ C∗C̃

( ∑
T∈Th

h2
T

(
‖p‖20,T + ‖q‖20,T

)
+

∑
E∈Eh,Ω

hE
(
‖p̂‖20,E + ‖q̂‖20,E

))1/2

≤ C

(∑
T∈Th

Θ2
T

)1/2

.

As in the previous proof, the last inequality makes use of the fact that the jump
components are summed over E ∈ Eh,Ω.

The final inequality required to demonstrate reliability of the error estimator is

‖(IdY −Rh)∗P̃h(nh, φh)‖Y ∗ ≤ C‖P̃h(nh, φh)‖Ỹ ∗h ,

for C > 0 and independent of h. With the result of Lemma 4.1, it is sufficient to
prove the next lemma.

Lemma 4.3. There exists a C > 0, independent of h such that

C

(∑
T∈Th

Θ2
T

)1/2

≤ ‖P̃h(nh, φh)‖Ỹ ∗h .

Proof. Fix an arbitrary T ∈ Th and an edge E ∈ E(T ) ∩ Eh,Ω. Further, de-

fine the restricted space Ỹh|ω, for ω ∈ {T, ωE , ωT }, as the set of functions f ∈ Ỹh
with supp(f) ⊂ ω. Finally, denote the product spaces

(
[Πk|T ]3 ×Πl|T

)
\{(0, 0)} and(

[Πk|E ]3 ×Πl|E
)
\{(0, 0)} as Πk,l,T , Πk,l,E , respectively. Note that the constants in

this proof correspond to those of Lemma 3.2 or Corollary 3.3. First, consider

C1C̄
−1
4 hT ‖[p, q]‖0,T

≤ sup
[w,u]∈Πk,l,T

C̄−1
4 hT ‖[ΨTw,ΨTu]‖−1

0,T

∫
T

(p, q) · (ΨTw,ΨTu) dV (4.7)

≤ sup
[w,u]∈Πk,l,T

‖[ΨTw,ΨTu]‖−1
1,T

∫
T

(p, q) · (ΨTw,ΨTu) dV. (4.8)

The inequality in (4.7) is given by applying (3.2) of Lemma 3.2, while the subsequent
inequality in (4.8) relies on (3.5) of Corollary 3.3. Noting that both ΨTw and ΨTu
vanish at the boundary of T ,

C1C̄
−1
4 hT ‖[p, q]‖0,T ≤ sup

[w,u]∈Πk,l,T

‖[ΨTw,ΨTu]‖−1
1,T 〈P̃h(nh, φh), (ΨTw,ΨTu)〉
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≤ sup
[vh,ψh]∈Ỹh|T
‖[vh,ψh]‖Y =1

〈P̃h(nh, φh), (vh, ψh)〉. (4.9)

Next, by applying (3.3) from Lemma 3.2 and observing that the integrals and norms
are taken over E where P does not modify the values of either σ or β,

C2C̄
−1
6 C−1

7 h
1/2
E ‖[p̂, q̂]‖0,E

≤ sup
[σ,β]∈Πk,l,E

C̄−1
6 hE

C7h
1/2
E ‖[Pσ, Pβ]‖0,E

∫
E

(p̂, q̂) · (ΨEPσ,ΨEPβ) dS.

Now note that ΨEPσ is supported on ωE and that the norm in the denominator is
taken over E. This implies that

C2C̄
−1
6 C−1

7 h
1/2
E ‖[p̂, q̂]‖0,E

≤ sup
[σ,β]∈Πk,l,E

C̄−1
6 hE

C7h
1/2
E ‖[σ, β]‖0,E

(
〈P̃h(nh, φh), (ΨEPσ,ΨEPβ)〉

−
∫
ωE

(p, q) · (ΨEPσ,ΨEPβ) dV

)
≤ sup

[σ,β]∈Πk,l,E

C̄−1
6 hE

‖[ΨEPσ,ΨEPβ]‖0,ωE

(
〈P̃h(nh, φh), (ΨEPσ,ΨEPβ)〉

−
∫
ωE

(p, q) · (ΨEPσ,ΨEPβ) dV

)
, (4.10)

where (4.10) is given by (3.4) of Lemma 3.2 with C7 properly modified to incorporate
each element of ωE . Distributing the fraction and applying (3.6) of Corollary 3.3, to
the first component and the Cauchy-Schwarz inequality to the second yields

C2C̄
−1
6 C−1

7 h
1/2
E ‖[p̂, q̂]‖0,E

≤ sup
[σ,β]∈Πk,l,E

‖[ΨEPσ,ΨEPβ]‖−1
1,ωE
〈P̃h(nh, φh), (ΨEPσ,ΨEPβ)〉

+ C̄−1
6 hE

∑
T∈ωE

‖[p̂, q̂]‖0,T

≤ sup
[vh,ψh]∈Ỹh|ωE

‖[vh,ψh]‖Y =1

‖[vh, ψh]‖−1
1,ωE
〈P̃h(nh, φh), (vh, ψh)〉

+ Cd sup
[vh,ψh]∈Ỹh|ωE

‖[vh,ψh]‖Y =1

〈P̃h(nh, φh), (vh, ψh)〉, (4.11)

where the final inequality in (4.11) is given by expanding the space over which the
supremum is taken in the first summand and using the inequality in (4.9), with Cd
relating the constants C̄−1

6 hE and C1C̄
−1
4 hT and taking care of the summation over

ωE . Note that the supremums only increase when taken over ωT . Gathering the
bounds in (4.9) and (4.11) and applying the inequality(∑

i

ai

)1/2

≤
∑
i

a
1/2
i , (4.12)
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for ai > 0, implies that

C̄ΘT ≤ sup
[vh,ψh]∈Ỹh|ωT

‖[vh,ψh]‖Y =1

〈P̃h(nh, φh), (vh, ψh)〉. (4.13)

Finally, summing over T ∈ Th and applying (4.12) again yields

C

(∑
T∈Th

Θ2
T

)1/2

≤ ‖P̃h(nh, φh)‖Ỹ ∗h .

These results enable the statement and proof of the main result of this section
establishing reliability and local efficiency of the proposed a posteriori error estimator.

Theorem 4.4. Say that (n∗, φ∗) is a solution to Equation (2.3) satifying the
assumptions of Proposition 3.4. Let (nh, φh) be a discrete solution to Equation (4.1)
such that ‖Ph(nh, φh)‖Y ∗h = 0 and (nh, φh) ∈ B((n∗, φ∗), R). Then there exist
Cr, Ce > 0, independent of h, such that

‖(n∗, φ∗)− (nh, φh)‖1 ≤ Cr

(∑
T∈Th

Θ2
T

)1/2

, (4.14)

ΘT ≤ Ce‖(n∗, φ∗)− (nh, φh)‖1,ωT
. (4.15)

Proof. Combining Lemmas 4.1 and 4.3 implies the bound

‖(IdY −Rh)∗P̃h(nh, φh)‖Y ∗ ≤ C0

(∑
T∈Th

Θ2
T

)1/2

≤ C1‖P̃h(nh, φh)‖Ỹ ∗h

for C0, C1 > 0. Thus, the conditions of Proposition 3.5 are fulfilled. Therefore, with
the results in Equations (4.3) and (4.4) and Lemma 4.2,

‖P(nh, φh)‖Y ∗ ≤ C2‖P̃h(nh, φh)‖Ỹ ∗h ≤ C3

(∑
T∈Th

Θ2
T

)1/2

.

It is straightforward to show that, for the defined Sobolev spaces and DP(n∗, φ∗) ∈
Isom(X0, Y ), Proposition 3.4 still holds. The upper bound from Proposition 3.4 then
implies that

‖(n∗, φ∗)− (nh, φh)‖1 ≤ 2‖DP(n∗, φ∗)
−1‖L(Y ∗,X0)‖P(nh, φh)‖Y ∗

≤ 2C3‖DP(n∗, φ∗)
−1‖L(Y ∗,X0)

(∑
T∈Th

Θ2
T

)1/2

.

Setting Cr = 2C3‖DP(n∗, φ∗)
−1‖L(Y ∗,X0) proves the inequality in (4.14).

As noted in [32, Remark 2.2], the lower bound of Proposition 3.4 remains valid
when restricted to appropriate norms over the open subset ωT ⊂ Ω. Together with
Inequality (4.13), this implies that

ΘT ≤ C4 sup
[vh,ψh]∈Ỹh|ωT

‖[vh,ψh]‖Y =1

〈P̃h(nh, φh), (vh, ψh)〉 ≤ C4‖P(nh, φh)‖Y ∗ωT
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≤ 1

2
C4C5‖(n∗, φ∗)− (nh, φh)‖1,ωT

,

where C5 is given by the value of the restriction of the norm ‖DP(n∗, φ∗)‖−1
L(X0,Y ∗)

from Proposition 3.4 to XωT
⊂ X0 and Y ∗ωT

⊂ Y ∗, the subspaces of X0 and Y ∗ limited
to functions supported on ωT . Taking Ce = 1

2C4C5 proves (4.15).
The results of Lemma 3.2 are equally applicable to meshes composed of quadri-

lateral or simplicial elements, as noted in [33, Remark 3.5]. Thus, the results of this
section extend to either type of mesh, satisfying equivalent conditions.

Using a similar approach for the Lagrange multiplier formulation yields a related
operator associated with the first-order optimality conditions that includes terms
associated with the Lagrange multiplier but excludes the ζ component. Addressing
the Lagrange multiplier terms in the same manner as [33] for the pressure-related
parts of the estimator corresponding to the stationary, incompressible Navier-Stokes
equations produces a related, element-wise estimator,

ΘT =

{
h2
T

(
‖p0‖20,T + ‖q‖20,T

)
+ ‖nh · nh − 1‖20,T

+
∑

E∈E(T )∩Eh,Ω

hE
(
‖p̂‖20,E + ‖q̂‖20,E

)}1/2

,

for T ∈ Th where p0 = p + λhnh, with ζ = 0 in p.
As discussed in [14], there are unique theoretical challenges in extending the re-

liability and efficiency theory established above to the Lagrange multiplier system.
Specifically, for continuum solution triplets (n∗, φ∗, λ∗) satisfying the unit-length con-
straint, λ may be freely perturbed and the triplet remains a solution. While a number
of the theoretical results above are extendable to the Lagrange multiplier estimator
using similar techniques to those of [33] for the Navier-Stokes equations, the propo-
sitions of Section 3 require special consideration in order to properly address the
non-local nature of λ∗. Though these modifications are the subject of future work,
the numerical experiments of Section 5 suggest that the Lagrange multiplier estimator
performs well as part of AMR schemes.

5. Numerical Results. In this section, we apply the elastic error estimator
of [14] to problems with analytical solutions on both 2D and 3D domains. These
solutions enable both numerical verification of the estimator’s theoretical properties
and evaluation of a collection of AMR marking schemes. In addition to the elas-
tic estimator simulations, numerical experiments applying the coupled estimator are
presented. The inclusion of both electric and flexoelectric coupling, paired with the
Dirichlet boundary conditions, limits the availability of non-trivial analytical solutions
for these systems. However, the numerical results suggest that the proposed coupled
estimator markedly increases simulation efficiency with comparable or superior per-
formance across a number of metrics compared with uniform mesh refinement.

The algorithm to compute equilibrium solutions to the nonlinear variational sys-
tems discussed in Section 2 employs nested iteration (NI) [29], which begins on a
specified coarsest grid. On each NI level, Newton iterations are performed, updating
the solution approximation at each step. The stopping criterion for the iterations on
each mesh is based on a tolerance of 10−4 for the approximation’s conformance to the
first-order optimality conditions in the standard l2 norm. The resulting approxima-
tion is then interpolated to a finer grid, where Newton iterations continue. For each
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iteration an incomplete Newton correction is performed such that for a given iterate
uk, the next Newton iterate is given by uk+1 = uk + αδuh, where α ≤ 1. While
more sophisticated techniques exist [2], this simple approach effectively encourages
strict adherence to the unit-length constraint manifold. The damping parameter, α,
begins at 0.2 and increases by 0.2 at each level of NI, to a maximum of 1.0, as the
finer features of the solution become increasingly resolved. For more details on the
algorithm, see [1]. The systems are discretized with Q2 elements for components as-
sociated with n and φ and Q1 elements for computations involving λ. Finally, the
same non-dimensionalization parameters used in [1] are applied.

On each level, AMR has three stages to produce the next finer mesh:

Estimate→ Mark→ Refine.

For each T ∈ TH , the local estimator ΘT is computed with respect to the coarse
approximate solution uH . Elements of TH are then marked for refinement through
one of three strategies. Let 0 < ν < 1. In the simplest method, referred to throughout
as “fixed,” a constant ratio, ν, of coarse mesh cells, sorted by largest ΘT value, are
flagged. With ΘM denoting the largest value of ΘT on the coarse level, the second
approach, introduced in [17–19] and termed “bandwidth” here, marks a cell T if
ΘT ≥ (1− ν)ΘM . The final method employed is Dorfler marking [13], where T ∈ TH
is flagged if it is part of a minimal subset T̂H ⊂ TH such that

∑
T∈T̂H Θ2

T ≥ (1 −
ν)
∑
T∈TH Θ2

T . Any marked cells are refined through bisection to produce the next NI
mesh. The grid management, discretizations, and adaptive refinement computations
are implemented with the widely used deal.II finite-element library [6].

The simulations here utilize meshes with rectangular elements. Therefore, adap-
tive refinement leads to the existence of hanging nodes. These nodes are dealt with
in a standard way by constraining their values with the neighboring regular nodes
to maintain continuity along the boundary. Additionally, a 1-irregular mesh is main-
tained such that the number of hanging nodes on an edge is at most one. Finally,
the theory developed in preceding sections assumes that the studied meshes satisfy
the admissibility property. This assumption is valid for the coarsest mesh but, with
the introduction of hanging nodes, no longer holds after the first AMR stage. While
mesh discretizations employing simplices can maintain admissibility with adaptivity,
grids composed purely of rectangular elements cannot. Thus, following the first level
of refinement, the error estimator is applied heuristically.

In order to compare efficiency across different refinement techniques, an approx-
imate work unit (WU) is calculated for each simulation. Assuming the presence of
solvers that scale linearly with the number of non-zeros in the matrix, a WU is de-
fined as the sum of the non-zeros in the discretized Hessian for each Newton step over
the NI hierarchy divided by the number of non-zeros in a reference fine-grid Hessian.
Below, the reference Hessian belongs to the finest level of uniform refinement, when
available, or the finest mesh from the “fixed” flagging strategy with largest ν. Thus,
a WU roughly approximates the work required by any full NI hierarchy in terms of
assembling and solving a single linearization step for the reference Hessian when opti-
mally scaling solvers are applied. While the linear systems here are solved with simple
LU decomposition, the reported WUs provide a best-case scaling for comparing the
work required between refinement strategies.

5.1. 2D Elastic System Results. The simulations in this section consider a
unit-square domain with Ki = 1, i = 1, 2, 3. In this equal Frank constant case, the
minimization reduces to a kind of harmonic mapping problem with known analytical
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solutions. Specifically, we examine an example from the family of solutions derived
in [21] of the form

n∗ = (sin θ, cos θ, 0), θ = −4.5 log
(√

(x− 0.5)2 + (y + 0.1)2
)
. (5.1)

For all simulations, NI begins on a 32 × 32 coarse grid and, where applicable, the
penalty parameter is 108. For uniform refinement, five refinement levels are used,
while experiments applying AMR continue until the number of fine-mesh degrees of
freedom (DOFs) is larger than the finest uniform grid.

(a)

(b)

(c)

Fig. 5.1: (a) Solution on the finest adaptively refined mesh for the penalty method with
bandwidth flagging (restricted for visualization). For the penalty method (b) and
Lagrangian formulation (c), a comparison of Θ2

T (left) on each cell with ‖n∗−nh‖1,T (right)

As an example, the solution computed by the penalty method using the band-
width flagging scheme with ν = 0.9 is shown in Figure 5.1a. The configuration is
qualitatively indistinguishable from the analytical solution of (5.1) and matches the
true free energy of 8.717. Figures 5.1b and c exhibit a comparison of the local esti-
mator, Θ2

T , on each cell to the analytical approximation error in the H1-norm for the
Lagrange multiplier and penalty methods, respectively, with bandwidth flagging after
three AMR levels. In both cases, there is good agreement between areas of elevated
estimator and error values. This correspondence is observed across each marking
scheme and implies that the estimator is highly effective at identifying regions where
additional refinement most effectively reduces approximation error.

After establishing an accurate estimate of the local error for a computed solution,
the method used to tag cells for refinement becomes an important component in
generating near optimal discretizations. The graphs of Figure 5.2 present the results
of applying the three different flagging schemes, compared with uniform refinement
for both constraint enforcement approaches. The ν values are set to the optimal value
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observed for each scheme. In each of the figures, it is clear that all marking approaches
significantly outperform uniform refinement. Such behavior is observed even for non-
optimal values of ν. Figures 5.2a and 5.2c show reduction of the estimator and
approximation error as a function of cells in the discretization for the penalty and
Lagrange multiplier approaches, respectively. Note that the estimator remains an
upper bound on the approximation error throughout the NI hierarchies, with both
quantities showing similar reduction profiles as refinement progresses. The graphs
indicate that, for early refinement levels, bandwidth and Dorfler flagging are more
efficient than the fixed approach. However, with additional refinement the methods
become comparable. A portion of this confluence is likely due to a combination of
more uniformly distributed error and the 1-irregularity mesh constraint forcing larger
numbers of cells to be refined than tagged by either bandwidth and Dorfler, thereby
slightly reducing their efficiency. Simplicial meshes that maintain regularity with
refinement could show even better performance with these two flagging techniques.
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Fig. 5.2: (a, c) Reduction in the total estimator (dashed lines) and H1 approximation
error (solid lines) as a function of mesh elements at each level of refinement. (b, d)
Reduction in H1-error as a function of approximate WUs. The top row corresponds to the
penalty method while the bottom is associated with the Lagrangian formulation.

The reduction of approximation error as a function of WUs is displayed in Figures
5.2b and 5.2d. For the Lagrange multiplier method, AMR achieves at least two orders
of magnitude better error while consuming the same or fewer WUs compared to the
uniformly refined meshes. In the penalty case, uniformly refined mesh required twice
the WUs to reach an equivalent error. In either case, the bandwidth tagging approach
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performed somewhat better than the Dorfler scheme. Note that for coarser mesh with
the penalty method, error and estimator reduction is slightly less uniform. The large
penalty parameter for this problem strongly influences the error estimator in regions
with heavier violations of the unit-length constraint. Therefore, the sharpness of the
estimator is reduced, in practice, until the unit-length constraint is well satisfied.
Finally, Figure 5.3 displays illustrative examples of the difference in the distribution
of estimator and error quantities on the uniform coarsest and adaptively refined finest
meshes for the Lagrange multiplier method. Each point represents the fraction of
total estimator or error value contained in the corresponding percentage of mesh
cells, ordered by each cell’s contribution to the quantity. In [17–19], it is shown that
near optimal discretizations are achieved, for one-dimensional problems, by equally
distributing error across mesh elements. It is believed that this result extends to
higher dimensions. Figure 5.3a suggests that for nearly uniform AMR, where 90% of
elements are refined at each level, very little progress towards equal distribution of
the error or estimator values is achieved. In contrast, significant improvement in the
distribution of both quantities is achieved with more targeted flagging techniques, as
seen in Figure 5.3b exhibiting results with bandwidth marking.
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Fig. 5.3: The distribution of the total estimator value or H1 approximation error across
the cells of the coarsest and finest meshes after reaching the Newton stopping criterion for
(a) the fixed marking scheme with ν = 0.9 and (b) bandwidth AMR using ν = 0.9. Markers
4 and # delineate intial and final mesh distributions, respectively.

5.2. 3D Elastic System Results. In this section, we examine the performance
of AMR for a liquid crystal sample with equal Frank constants confined to a unit cube.
Following the construction detailed in [3,11], we consider a subset of solutions of the

form uγ0
(x) = π−1 ◦ γ0 ◦ π

(
x
|x|

)
. For this example,

π(x, y, z) = (1− z)−1
(x, y) ,

π−1(x, y) =
(
1 + x2 + y2

)−1 (
2x, 2y, x2 + y2 − 1

)
,

γ0(x, y) =

(
x

x2 + y2
+ x2 − y2, 2xy − y

x2 + y2

)
.

A simple shift w(x, y, z) = (x+ 0.2, y + 0.1, z) is employed to remove the singularity
at the origin yielding an analytical equilibrium solution of the form n∗ = uγ0

◦ w.
For the experiments of this section, NI begins on an 83 mesh and the penalty

parameter is ζ = 106, where applicable. Due to the rapid growth in problem size
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with uniform refinement, computations using uniform mesh are not reported. The
configurations in Figures 5.4a and 5.4b are slices at y = 0.2 and z = 0.1, respectively,
of the computed solution using the penalty method and Dorfler AMR with ν = 0.9.
On the finest mesh, the calculated free energy of 8.847 matches that of the analyt-
ical solution. Furthermore, Figures 5.4c and 5.4d show the resulting meshes after
four refinement stages for the penalty and Lagrange multiplier methods, respectively,
with Dorfler marking. The meshes are overlaid on the corresponding coarse-grid H1

approximation error after the Newton iteration tolerance is reached. Notably, the
regions emphasized by the refinement process coincide with the areas of largest error.

(a) (b)

(c)
(d)

Fig. 5.4: (a, b) Slices at y = 0.2 and z = 0.1, respectively, of the solution on the finest
mesh (restricted for visualization) computed with the penalty method and Dorfler marking.
(c, d) The resulting AMR patterns for the penalty and Lagrangian formulations after four
levels of refinement overlaid on the coarse-grid H1-error after Newton convergence.

Paired with adaptive refinement guided by the proposed error estimators, each
flagging approach is highly effective and efficient at reducing the error in the computed
solution. The plots in Figures 5.5a and 5.5b display the reduction in overall H1-error
for each of the flagging schemes as a function of consumed WUs for the penalty and
Lagrange multiplier methods. As in the previous section, optimal values of ν for each
of the flagging methods are shown. In general, the bandwidth and Dorfler schemes
appear to outperform the fixed approach, with a more pronounced improvement ob-



AMR for Coupled Liquid Crystals Systems 19

servable in the penalty method simulations. Finally, Dorfler AMR is slightly more
efficient and has a more consistent optimal ν value of 0.9 across experiments.
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Fig. 5.5: Reduction of H1 approximation error as a function of consumed approximate
WUs on each refinement level for the three marking strategies using the penalty (a) and
Lagrange multiplier (b) methods.

5.3. 2D Flexoelectric Results. The final set of experiments considers a liquid
crystal system with a large applied electric field and flexoelectric coupling on a unit-
square domain. The non-dimensionalized physical parameters for 5CB, a common
liquid crystal, are used such that K1 = 1, K2 = 0.62903, K3 = 1.32258, ε⊥ = 7, and
εa = 11.5. The non-dimensionalized free space permittivity is ε0 = 1.42809, and the
flexoelectric constants are es = 1.5 and eb = −1.5. Finally, the penalty parameter is
ζ = 105. Each of the simulations begins on a 16 × 16 mesh followed by 5 levels of
uniform refinement or 6 levels of AMR. Uniform boundary conditions are applied for
the director field, fixing n = (0, 0, 1)T . The electric potential is set to zero along the
boundary except along y = 1.0 where an approximate square function is used such
that φ rises to 1.5 on roughly the middle-third of the edge. This produces a large
electric field with a sharp transition near the top boundary.

(a) (b) (c)

Fig. 5.6: (a) Fine-mesh computed solution (restricted for visualization) using the penalty
method and Dorfler AMR. (b, c) Resulting mesh patterns after four levels of refinement for
the penalty and Lagrange multiplier formulations, respectively, overlaid on the value of n1.
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The effects of the large electric field are seen in Figure 5.6a, which shows the
computed solution on the finest mesh for the penalty method with Dorfler AMR and
ν = 0.9. In response to the field, the director deforms to align with the field lines, even
near the boundary where elastic resistance is strongest. The regions surrounding the
rapid transitions in the electric potential contain the most difficult to resolve physics
and the largest free energy contributions, which suggests that a significant portion of
the total approximation error will also be present in these areas. In Figures 5.6b and
5.6c, the refinement patterns resulting from Dorfler AMR for the penalty and Lagrange
multiplier formulations, respectively, clearly emphasize the transition regions.

Penalty (Adapt.) Penalty (Uniform)

Pos. Dev. Neg. Dev. Gauss Pos. Dev. Neg. Dev. Gauss
Fine Conf. 4.460e-02 2.747e-02 101.794 4.472e-02 2.753e-02 357.844

Fine Energy −39.4726 −39.4858
Fine DOF 2, 640, 004 4, 202, 500

WUs 2.427 4.764
Timing 2, 700s 7, 174s

Lagrangian (Adapt.) Lagrangian (Uniform)

Pos. Dev. Neg. Dev. Gauss Pos. Dev. Neg. Dev. Gauss
Fine Conf. 2.316e-03 2.470e-03 96.395 4.820e-04 5.236e-04 356.615

Fine Energy −39.341 −39.355
Fine DOF 2, 905, 015 4, 465, 669

WUs 2.382 4.601
Timing 3, 999s 9, 724s

Table 5.1: Statistics associated with the flexoelectric problem comparing solutions
computed with AMR and Dorfler marking to those applying uniform refinement. The first
row in each table corresponds to the largest director deviations above and below unit-length
at the quadrature nodes and the solutions conformance to Gauss’ law on the finest mesh.

While no analytical solution exists for this problem, there are a number of in-
dicative metrics that enable comparison of computed numerical solutions. Table 5.1
presents these statistics contrasting the quality of approximate solutions produced
on uniform meshes with those computed through Dorfler AMR with ν = 0.9, as it
performed well in the previous experiments. As expected, the AMR experiments for
both constraint enforcement formulations compute solutions in considerably less time
and consume half the WUs. In the Lagrange multiplier case, the largest observed
deviations of n from unit-length with AMR remain competitive with those resulting
from uniform refinement. For the penalty method, the AMR solution actually ex-
hibits slightly tighter unit-length conformance compared to the finest uniform mesh.
Furthermore, the solutions computed with AMR have comparable free energies to
those found with uniform refinement. Finally, Table 5.1 reports each solution’s local
Gauss’ law conformance over the domain, measured as

∑
T∈Th

∫
T

(∇ ·D)2 dV . As no
special consideration or care has been taken to strongly enforce conformance outside
of adherence to the first-order optimality conditions, the sharp boundary conditions
of the electric potential lead to relatively large values. However, conformance for so-
lutions constructed with AMR are markedly better, implying more accurate capture
of the relevant physics.
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6. Conclusion and Future Work. We have discussed a posteriori error estima-
tors for the electrically and flexoelectrically coupled Frank-Oseen models of nematic
liquid crystals with the necessary unit-length constraint enforced via a penalty method
or a Lagrange multiplier. The theory developed in [14] was extended to the proposed
coupled estimator for the penalty case showing that it provides a reliable estimate of
global approximation error and is an efficient indicator of local error. While analogous
theory for the estimator associated with the Lagrangian formulation is the subject of
current work, numerical results suggested that it is also highly effective in guiding
AMR. The estimators are comprised of readily computable, local quantities suitable
for use as part of standard cell flagging schemes.

In addition to the theoretical work, the numerical results of [14] were expanded
to consider several configurations with analytical solutions for purely elastic effects on
both 2D and 3D domains. The existence of such solutions enabled verification of the
theory in [14] and concrete comparison of three established marking strategies lever-
aging the estimators. The most consistent approach for the simulations was Dorfler
marking. Finally, the results of using the proposed estimators for a flexoelectrically
coupled problem with a challenging applied electric field were presented. In all numer-
ical experiments, application of the error estimators for both constraint enforcement
formulations provided accurate cell marking and significantly reduced the amount of
work necessary to achieve approximation errors equivalent to or better than those of
uniform meshes. Furthermore, AMR guided by the estimators led to more uniformly
distributed approximation error, which suggests the constructed meshes are nearer
to optimal discretizations. Future work will include extending the theoretical frame-
work to demonstrate reliability and efficiency of the error estimator associated with
the Lagrange multiplier formulation. Further, an investigation of nonlinear multigrid
methods to directly solve the first-order optimality conditions will be undertaken.
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